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: Petascale System
 Cray-XC40, an Massively Parallel Processing 

class machine
 Petascale compute capability with
 CPU Clusters with 33024 Intel-Haswell processor 

cores  achieving more than 900 TFLOPS
 44 node GPU clusters 

with Intel Ivybridge
processor and Tesla K40 
GPU,  delivering  52 
TFLOPS

 48 node Intel Xeon Phi 
Cluster  (5120D) giving 
28 TFLOPS



Compute 
Blade : 
Each 
having 4 
nodes or 
96 cores

Chasis : 
Rank 1 
Network 
16 blades; 
64 nodes; 
No cables

Group: 
Rank 2 Network
Electrical 
network cables
6 Chassis and 
384 nodes

System:
• Rank 3 network
• Active Optical 

cable
• 4 Groups

SYSTEM   BUILDING BLOCKS



Cray Linux Environment

Cray Programming Environment

Distributed 
Memory 
(Cray MPT)
•MPI
•SHMEM

C

Shared 
Memory
•OpenMP
3.0

PGAS & 
Global 
View
•UPC
•CAF

Programming 
Models

Fortran

C

C++

Python

Programming 
Languages

Programming 
Languages

Cray 
Compiling 

Environment 
(CCE)

GNU

3rd Party 
Compilers
• Intel 
Compilers

Compilers

Modules

Environmental 
Setup

Allinea (DDT)

Debuggers

Igdb

Debugging Tools

ATP

STAT

• Cray PAT
• Cray 
Apprentice

Scoping Analysis

Performance
Analysis Tools

Reveal

Tools

LAPACK

SCALAPACK

BLAS

Iterative 
Refinement 

Toolkit
Cray 

Adaptive 
FFTs 

(CRAFFT)

FFTW

Cray PETSc
(with CASK)

Cray Trilinos
(with CASK)

Optimized 
Scientific 
Libraries

NetCDF

HDF5

I/O 
Libraries



Storage Configuration
No. of 
Cabi-
nets

Encl. 
per 
Cabinet

Disks 
per Encl.

Total
No. of 
Disks

Raw 
Capacity

Usable 
Capacity

IOR Perf.

Read Write

4 5 48 x 
3TB 960 2.88 PB ~2 PB

32.36 
GB/  
Sec

27.6
GB/ 
Sec





Means thousand arms or spokes
Indicative of 1000+ nodes
“SahasraT” stands for thousand 
TeraFLOPS

Sahasrat (सहस्रत्)



: System Performance

Type of Node No. of Nodes
HPL
(Sustained) 
Performance

Compute 
Cluster 1296 901 TFLOPS

GPU Cluster 44 52 TFLOPS

Xeon Phi 
Cluster 42 28 TFLOPS



Top500 Listing (June 2015)



HPC Facility  & Research at SERC

Simulation: Weapon
Release from Combat 
Aircrafts using home-
grown solver 

Simulation: High-lift 
aircraft wings during 
take-off and landing 

Computational studies of 
multiple overlapping 

supernovae 

Impact of River Discharge, Pollutants on 
Monsoon/ Climate
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