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What is a Supercomputer?

* A hardware and software system that provides
close to the maximum performance than can
currently be achieved.

 What was a supercomputer a few (5) years ago,
IS probably an order of magnitude slower system
compared to today’s supercomputer system!

Therefore, we use the term “high performance
computing” also to refer to Supercomputing!
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Era of Supercomputing

e Introduction of Cray 1 in 1976 ——
ushered era of Supercomputing '

—Shared memory, vector
processing

—Good software environment
—A few 100 MFLOPS peak

—Cost about $5 million
Applel iPhone
2007




Performance of Supercomputer §] 3

 What are the top 10 or top 500 computers?
— www.top500.0rg
— Updated every 6 months
— Measured using Rmax of Linpack (solving Ax=Db)

e What is the trend?

Year Performance (GFLOPS)
~10,649,600
1,558,000 x Impr'.! #1 processors!
1993 . 597 0.422
2016 93,014,600 286,100
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Moore’s Law:
No. of Transistors
doubles every 18 months

10,000,000

Transistors

1,000,000 -

100,000 ' With an associated
| performance and clock
10,000 rate improvement
1,000 L T — — [ ] =l U
1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Year
Source: Univ. of Wisconsin
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Supercomputing

+ NVIDIA K20x

. Rmax [Power
Rank Site Manufacturer Computer Country Cores (Pflops]| [MW]
National : .
Sunway TaihuLight Sunway :
1 SuperCoinm\p/)\;Jutsr Center| NRCPC SW26010. 260C, 1.45 GHz China (10,649,600
National Tianhe-2, NUDT TH MPP,
2 | SuperComputer Center NUDT Xeon E5 2691 and Xeon Phi| China | 3,120,000 33.86(17.80
in Tianjin 31S1
. : Titan Cray XK7,
5 | ©EN R'dl_ga%s'\'a“o”a' Cray Opteron 6274 (2.2GHz) + | USA | 560,640 17.59 8.20
NVIDIA Kepler K-20
4 La"‘"e”CLZt'S"ermore IBM Sequoia — BlueGene/Q USA | 1,572,864 17.17| 7.89
RIKEN Advanced K Computer
5 Institute for Fujitsu SPARC64 VIlIfx 2.0GHz, Japan 705,024 10.51|12.66
Computational Science Tofu Interconnect
BlueGene/Q
6 DOE/SC/ANL IBM Power BQC 16C/1.6 GHz USA 786,432 8.58| 3.94
Trinity Cray XC-40,
7 DOE/NNSA/ANL Cray Xeon E5-2698 16C (2.3GHz) | USA 301,056, 8.10
Aries Interconnect
Swiss National PizDaint Cray XC-30,
8 Cray Xeon E5-2670, 8C (2.6GHz) | USA 115,984 6.27| 2.32

Top 500 June 2016 List : www.top500.0rqg




Top500 - By Country

TOP500 Supercomputers by Country
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B United State
%] Japan
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B United Kingdo
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China

Italy

Canad
Bl Korea, South
B Sweden
Bl switzerland
B X Netherlands
Bl ~ustralia
0 India
B Russia
R
B SaudiArabia
E=ad Norway
B Gz
[BO0] Taiwan
BEEE Finland
B Foland
Bl Denmark
E ] Mexico
B EBelgium
X0 Austria

BB [srael
Bl New Zealand
B Hong Kong
) singapore
Bl \Valaysia
BEE®H South Africa
BN Eoypt
BEEE Portugal
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[Z ] Slovenia
B rcland
I Greece
I Thailand
B Turkey
BN Hungary
[F==1 Bulgaria
B Venezuela

Ex=d United Arab Emirates

B Indonesia
BBl Belarus
B Vvietnam
Slovak Republic
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TOR oUPERCOMPUTEVIgg

36336C + 2880ICO
Supercomputer Edncation and Cray XC-40 Cluster (1468 Intel Xeon E5-2680 v3 (@ 1.5 GHz dual twelve-core processor CPU-only 1267206/
e c‘): Xeon-phi nodes. 44 [Intel Xeon ES-2695v2 (@ 2.4 Ghz single twelve-core processortNVIDIA K40 4G/ {CPU*-N'IIY) v _m;ly)
Bangalore _ GPUs] GPU nodes) w/ Crav Aries Interconnect. HPL nun on only 1296 CPU-only nodes. 1560C + 48ICO +

OEM: Cray Inc., Bidder: Cray Suparcomputers [ndia Pt Litd,

4G

Indian Lattice Gauge Theory
o : Cray XC-30 chuster (Intel Xeon E5-2680 v2 @ 2.8 GHz ten-core CPU and 2688-core NVIDIA 4760C + 1279488G/
Initiative, Tata Institute of
3 Kepler K20x GPU nodes) w/Aries Interconnect 476C + 476G/ 5587 730.00
Fundamental Research (TIFR), . _
Hyderabad OEM: Ceay Inc., Bidder: Cray Suparomputers India Dt. Ltd, 476C + 476G

3536C +26520
Center for Development of Param Yiva2 System (Intel Xeon F3-2670 (Sandy Bridge) @ 2.6 GHz dual octo-core CPUand Intel 11y,
5 Advanced Computing (C-DAC).  Xeon Phi 110 dual 60-core co-processor nodes) wilnfiniband FDR MIC+ann1co,  OsEAd 52040
Pune OEM: Tntal, Bidder: Netweb Technologizs 210 + D11ICO

National Centre For Medium

- OEM: IBM Lenove, Bidder: [EM India Bvi. Led,
Noida




Supercomputers: Are they

Whl’re Elepham‘s

4 THE FUTURE
/" >180 PFLOPS

{option to increase up to 450 PF)

33.8 PFLOPS >50,000 nodes
3.12 M Cores 13MW

17.8 MW of power

953.0 PFLOES
10.6 M Cores
15.3 MW of power.

12



Supercomputers: Are they

WhITZ Elephan’rs ?

4 THE FUTURE
/" >180 PFLOPS

foption to increase up to 450 PF)

» Huge Investments
» Large maintenance & operational expenditure
» What can we do with them?

» Are they the worth the investment/ cost?

' '1'| :

J93.0 PFLOPS

10.6 M Cores
15.3 MW of power



Blue Brain Project

if Blue .
Brain BBP Phase I: Neocortical Column

" Project

Create a faithful “in silico” replica at cellular level of a neocortical
column of a young rat by the means of:

+ reverse engineering the biology components
+ forward constructing functional mathematical models

. Building -—
10,000 morphologically complex neurons
« Constructing A
a circuit with 30,000,000 dynamic synapsesg

« Simulating
the column close to real-time

il

ECOLE POLYTECHNIQUE i Proi
FERERAIE DF T AUSANNE © Blue Brain Project




Blue Brain Project

. Blue
3 Projact BBP Phase I: Neocortical Column

Create a faithful “in silico” replica at cellular level of a neocortical

Modeling & understanding the brain (biological,
physiological, neurological functioning)

Comprehensive digital reconstruction to further
refine, expand and validate newer models

Diagnosing and treating brain diseases

Leading to new computing technology, neurobotic
and neuromorphic computing

(L

ECOLE POLYTECHNIO\UE

© Blue Brain Project



Large Hadron Collider - ﬂ
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World LHC Compute Grid

Several 100,000 Cores, distributed across the world

Petabytes to exabytes of Data to be analysed and stored
© RG@SERC,IISc 16



Large Hadron Collider -
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" Simulated Large Hadron Collider CMS particle
detector data depicting a Higgs boson produced by

colliding protons decaying into hadron jets and
electrons

© RG@SERC,ITSc
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Cyclone 05B : Oct. 25, 1999 Cyclone Hudhud Oct.12, 2014
Category 5 (Extremely Severe) Category 4 (Extremely Severe)
10,000+ deaths 124 deaths

A 4
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Cyclone 05B
Category 5 (I
10,000+ deat
A

Hudhud: Spot on twice, India's Met Dept beats
global weathermen hollow

Bhubaneswar: Others may have a more enviable international profile, but for the second time in the last one year,
India Meteorological Centre (IMD) has proved that it has no peer when it comes to forecasting cyclonic storms in the

Indian seas.

As it had done in the case of Cyclone Phailin exactly a year ago, IMD hit the bull’s eye when it came to tracking the
course of Cyclone Hudhud, assessing its intensity and predicting the place and timing of its landfall.

While even the US-based Joint Typhoon Warning Centre (JTWC), which is among the most trusted weather forecast
stations in the world, got it all wrong, IMD was spot on with its prediction on Hudhud - not just about the place of the
landfall (Vishakhapatnam), but also the timing (shortly before noon) and the velocity of wind accompanying it (170-180
km/hr, gusting up to 195 km/hr).

B

The importance of the accuracy of forecast of cyclonic storms

— or any natural disaster for that matter — goes much beyond

scoring brownie points or nationalistic breast-beating. It is the
| key to saving precious lives and preventing damage to

property and public assets.

A comparison with the Super Cyclone that devastated the i 1 2 ’ 2 O 14
state in 1999 would put things in perspective. { Sev e r e)

IMD's forecast on Cyclone Hudhud having proved
remarkably accurate. AFP greater intensity, it is hard to explain away the loss of close to

Even after accounting for the fact that it was a storm of much

10, 000 human lives, over five lakh cattle and lasting damage
to public infrastructure in the affected areas that is said to have pushed the back by a decade. 19



OSDD is open innovation translational research platform for
both computational and experimental technologies

Open Synthesis and
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National Supercomputing Mission
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Qctober 6, 2014

quﬁor India to Launch $730M National Supercomputing Mission

Supercomputin

arid, comprised of more tq 0 high-performance computing fa
project is expected to take seven years and comes with a price tag of $730

facilitie

Rs 4,5 ion 4 500-crorn |5 for at least three petascale machines
D al pt r t ountry's current record-holder, which puts
o O 5 0 j 0 petaflops range.
imf |, India’s finance ministry panel authorized
1 afl Superc ng fission, which is being jointly managed by the

Prime Minister Narendra Modi, has approved the launch of
department of science and &=£hnology and the depariment of electronics

enable India to Ieapfrog to the Ieague of world-class compt and information technology. However, the project still has to clear the Indian
official release said. cabinet before becoming official policy.




NSM Objectives

Multi-tiered HPC Infrastructure
Development of HPC applications
HPC-aware Manpower Development
Next generation R & D on HPC Systems

vV V V V

* Implementing agencies : 11ISc and C-DAC

e SERC will play a major role in NSM

22



NSM Architecture
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Supercomputing Systems &
Applications are Challenging!

Application
Layer

CHESS Web Portal
Cluster

Software CHESS CHESS CHESS CHESS CHESS

Layer System Cluster Cluster Job Reporting
Deployment Monitoring Management Scheduling and Billing

System
Layer

i

Hardware -I o
Layer Server = Storage citeh - nfrastructure




Supercomputing Systems &
AL I|caT|ons are Challenm'

. Computational Fluid Dynamlcs
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Supercomputing Systems &

Applicatios are Challenging

Thank you !

© RG@SERC, IISc 26
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