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NSIGHT SYSTEM

What to expect?

Basic introduction to Nsight family of tools

Using Nsight Systems
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DEVELOPMENT CYCLE

= Analyze your code to determine
most likely places needing
parallelization or optimization.

= Parallelize your code by starting
with the most time consuming parts
and check for correctness.

= Optimize your code to improve
observed speed-up from
parallelization.
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PROFILING SEQUENTIAL CODE

Obtain detailed information about how

the code ran.

This can include information such as:
= Total runtime

= Runtime of individual routines

= Hardware counters

|dentify the portions of code that took
the longest to run. We want to focus on
these “hotspots” when parallelizing.
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NVIDIA NSIGHT FAMILY



Nsight Product Family

Nsight Systems - Analyze
application algorithm system-
wide B
Nsight Compute -

Debug/optimize CUDA kernel

Nsight Graphics -
Debug/optimize graphics
workloads

Workflow

Start here

l

Re-check overall performance

Dive into top CUDA kernels by using Dive into graphics
metrics/counter collection frames
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CPU (&)
v Threads (19)

v [/] [9695] vmd_LINUXAMDS4. ~

~ . . pthread_cond_wait
08 runtime libraries

VMD main() initialization [2.380 s] VMD process user scriptis) [2.270 5]

I G i po v 5.5 . (T Py v R ) (23St o0t o 753

|cupAaccel::cUDAACEel() [569... | OptixDisplayDevice::OptiXDisplayDevice(BATC... |OptiXDisplayDevice::OptiDisplayDevice(INTER....

(cuDAAccel::devpool_init() [5... | OptiXRenderer::OptiXRenderer() [639.683 ms] | OptiXRenderer::OptiXRenderer() [838.389 ms] | ' ' [ Segn I Segmentation split groups ...
: (BN TT T

USER ANNOTATIONS APIS FOR CPU & GPU
NVTX, OPENGL, VULKAN, AND DIRECT3D PERFORMANCE MARKERS

EXAMPLE: VISUAL MOLECULAR DYNAMICS (VMD) ALGORITHMS VISUALIZED WITH NVTX ON CPU
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~* Threads (1)

~ [v] (3400] *

DX12 API _ ID...| 1ID3D12Device::CreateCommitte... - ID3D12G.
o 1 LA
DX12 profiling o...

*  Frame duration (80 FPS)
+  CPU frame duration
¥ GPU frame duration

> Dx12

Command Lists Creation

Swap Chain 0

Events View ~ | Process [16084] Model\t’iews[.exe (1 of 1 thread)
&

Filter... All

s = Name Duration LY Start CPU Marker Start (5) Opaque
I 686 ID3D12GraphicsCommandList:BeginEvent 5.900 ps 3400 2.27697s

B ss7 B CPU Marker Start (5) Particle Update 200 ns 3400 2277s Start: 2.27812s
I %0 ID3D12GraphicsCommandList:EndEvent 200 ns 3400 2.27765s :':.dﬂfljzsﬁfq
B e B CPU Marker Start (5) RenderLightShadows 200 ns 3400 2.27768s Thread: 3400
I 694 ID3D12GraphicsCommandList:EndEvent 100 ns 3400 2.27807s
B sos B CPU Marker Start (5) Z PrePass 200 ns 3400 22781s
l 696 ID3D12GraphicsCommandlList:BeginEvent 200 ns 3400 22781s

(0 o7 | GUMekersanGOopwe im0 ez
EI 698 ID2D12GraphicsCommandList:BeginEvent 1ns 3400 2278125
699 CPU Marker End (5) 200 ns 3400 2.27836s
I 700 ID3D12GraphicsCommandList:EndEvent 200 ns 3400 2.27836s
701 + | CPU Marker Start (5) Cutout 100 ns 3400 227839
. T04 ID3D12GraphicsCommandList:EndEvent 100 ns 3400 2.27842s
l 705 CPU Marker End (5) 100 ns 3400 2278435
I 708 |103D12GraphicsCommandList:EndEvent 100 ns 3400 2.27843s
W 707 b0 P11 Marker Start 5) Gonarata SSAN 100 ne 2400 2 27R4Re
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MPI & OPENACC TRACE

Project 8 M EEIgede =l 4

= Timeline View - i Bl messages

k CPU (12)

= Threads (10)

@ nzoameranky - M| ¢ Jy 7 Jr
-t T T " -

) ) ioct ioct ioct ioct
05 runtime libraries

OpenACC

MP@ MP1_Sendrecv [51.406 ms] l MPI_Sendrecv [1.533 ms]

cu cuMemHostReqgister cuMe. .. I cuEventCr... culpcOpenMemHandle

NVTX domain: MPI
fil Domain id: 1

* CUDA (MP! Rank 1)
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[413] python

runtime libraries

CUDA API

v CUDA (Tesla P

~ Stream T
Men

v Kernels

pthre...

@ spiit_v_kernel

GPU API LAUNCH TO HW WORKLOAD CORRELATION
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b [419] pythen -

QS runtime libraries pthread_cond_wait
CUDA APl

cuDMMN

cuBLAS

[426] python -

364] python -

[408] python -

-16GB, 0.

maxwell_fpl16_scudnn_fpl16...
EigenMetaKernel
maxwell_fp16_scudnn_fpl6...
bn_bw_1C11_kernel_new
maxwell_fp16_scudnn_fp16...

dgrad_engine

GPU IDLE AND LOW UTILIZATION LEVEL OF DETAIL
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GPU UTILIZATION BASED ON PERCENTAGE TIME COVERAGE

ZOOMING IN REVEALS GAPS WHERE THERE WERE VALLEYS
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5 45 178.39810ms

gst_dsexample_transform_ip [52.493 ms]
Sobel Launch [14.154 ms]

L Mempy

CUDA MEMORY TRANSFER COLOR PALLETTE
SHOW DIRECTION AND PAGEABLE MEMORY HAZARDS
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w CUDA (Quadro GV100, 000
Cont 2
w» Default stream

b Kernels

» Managed Memory

HtoD transfer
DtoH transfer

S
PtoP transfer

" Transfer | | J...] || U | | Transfer [

CUDA UNIFIED VIRTUAL MEMORY (UVM) TRANSFERS
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PROFILING SEQUENTIAL CODE

Using Command Line Interface (CLI)

NVIDIA Nsight Systems CLI provides

= Simple interface to collect data

= Can be copied to any system and analysed later

= Profiles both serial and parallel code

= For more info enter nsys --help on the terminal

To profile a serial application with NVIDIA Nsight Systems, we use NVIDIA Tools Extension
(NVTX) API functions in addition to collecting backtraces while sampling.

. ] B, . 18 <ANVIDIA.
This material is released by NVIDIA Corporation under the Creative Commons Attribution 4.0 International (CC BY 4.0)



What is it?

Why?

How?

PROFILING SEQUENTIAL CODE

NVIDIA Tools Extension APl (NVTX) library

A C-based Application Programming Interface (API) for annotating events
Can be easily integrated to the application
Can be used with NVIDIA Nsight Systems

Allows manual instrumentation of the application
Allows additional information for profiling (e.g: tracing of CPU events and time ranges)

Import the header only C library nvToolsExt.h

Wrap the code region or a specific function with nvtxRangePush() and
nvtxRangPop()
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#include <string.h> -t Selects the APIs to be traced (nvtx in this example)
#include <stdio.h>
#include <stdlib.h>

#include <omp.h> --status if true, generates summary of statistics after the collection
#include "laplace2d.h"
-b Selects the backtrace method to use while sampling. The option dwaif.
int main(int argc, char** argv) uses DWARF's CFI (Call Frame Information).
{
const int n = 4096; --force-overwrite if true, overwrites the existing results
const int m = 4096;
const int iter_max = 1000; .
- -0 sets the output (qdrep) filename
const double tol = 1.0e-6;
double error = 1.0;
double *restrict A = (double*)malloc(sizeof(double)*n*m);
double *restrict Anew = (double*)malloc(sizeof(double)*n*m); . . . . . .
mozhgank@prm-dgx-32:~/Code/openacc-training-materials/labs/module4/English/c/solutions/parallel$ nsys profile -t nvtx --stats=true -b dwarf --force-overwrite true -o laplace-seq ./laplace-seq
— Collecting data...
nvtxRangePushA("init"); Jacobi relaxation Calculation: 4096 x 4096 mesh
initialize(A, Anew, m, n); 0, 0.250000
nocrangeropO: 100! 0002307
300, 0.000804
printf("Jacobi relaxation Calculation: %d x %d mesh\n", n, m); 400, 0.000603
500, 0.000483
double st = omp_get_wtime(); ?ggz g:ggggg:
int iter = 0; 800, 0.000302
900, 0.000269
nvtxRangePushA("while");} L iiny Lvane
- - X Processing events. ..
while ( error > tol && iter < iter_max ) Capturing symbol files...
{ Saving intermediate "/home/mozhgank/Code/openacc-training-materials/labs/module4/English/C/solutions/parallel/laplace-seq.qdstrm" file to disk...
nvtxRangePushA("calc");} mporting [ 100%
error = calcNext(A, Anew, m, n); saved report file to "/home/mozhgank/Code/openacc-training-materials/labs/module4/English/C/solutions/parallel/laplace-seq.qdrep”
InvtxRangePop() ;| Exporting 70802 events: 00%]
_ Exported successfully to
/home/mozhgank /Code/openacc-training-materials/labs/module4/English/C/solutions/parallel/laplace-seq.sqlite
swap(A, Anew, m, n);
_ Generating NVTX Push-Pop Range Statistics...
NVTX Push-Pop Range Statistics (nanoseconds)
if(iter % 100 == @) printf("%5d, %0.6f\n", iter, error); Time (%) Total Time Instances Maximum Range
3 4 49.9 55754497966 1 55754497966.0 55754497966 55754497966 while
SRRy . 29577817696 1000 29577817.7 29092956 65008545 calc NVTX. range
i 26163892482 1000 26163892.5 25761418 60129514 swap statistics
InvtxRangePop() ;| 137489808 1 137489808.0 137489808 137489808 init
double runtime = omp_get_wtime() - st;
printf(" total: %f s\n", runtime); 3 =
“calc” region (calcNext function) takes 26.6%
deallocate(A, Anew); “swap” region (swap function) takes 23.4% of
return @ total execution time
}

Open laplace-seq.qdrep with
Nsight System GUI to view the
timeline
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PROFILING CODE

Open the generated report files (*.qdrep)
from command line in the Nsight Systems
profiler.

File > Open

Using Nsight Systems
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PROFILING CODE

Navigate through the “view selector”.
Using Nsight Systems

“Analysis summary” shows a summary of the profiling
session. To review the project configuration used to
generate this report, see next slide.

“Timeline View” contains the timeline at the top, and
a bottom pane that contains the events view and the
function table.

Read more: https://docs.nvidia.com/nsight-systems
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https://docs.nvidia.com/nsight-systems

PROFILING CODE

=

Profiling session duration: 00:55.623

prm-dgx-28 (0:1)

Target

Analysis Summary

Timeline view
(charts and the hierarchy on the top pane)

Timeline view
(event view and function table on the bottom pane)
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PROFILING CODE

Viewing captured NVTX events and time ranges via Nsight
Systems GUI

From the Timeline view, right click on the “NVTX”
from the top pane and choose “Show in Events View”.

From the bottom pane, you can now see name of the
events captured with the duration.
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REFERENCES

https://docs.nvidia.com/nsight-systems

https://developer.nvidia.com/hpc-sdk
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https://docs.nvidia.com/nsight-systems
https://developer.nvidia.com/blog/accelerating-standard-c-with-gpus-using-stdpar/

THANK YOU
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