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NVIDIA
“THE Al COMPUTING COMPANY”

GPU Computing Computer Graphics Artificial Intelligence



NVIDIA Is the Leader in Enterprise Al

Providing the Frameworks and Platforms for Development and Deployment

TRANSFORMING INDUSTRIES

COMPUTER CONVERSATIONAL RECOMMENDE
VISION Al RS

ExaFLOPS GPU Apps CUDA
in the Cloud Downloads

SCIENTIFIC Al

SDKs + D I
Al Models S RIES

AUTONOMOUS
GAMING VEHICLES

Breakthroughs in deep learning around 2012 brought Al into focus, but only NVIDIA had the strategy, vision, and
roadmap to invest in supporting these now mainstream Al workloads,”
Forrester Wave, Al Infrastructure, Q4 2021
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NVIDIA COMPLETE END-TO-END PLATFORM

Fastest Al Solution - Easily Deployable Into Production

= Al models (NGC)

Libraries (CUDA-X)

BF DPU SMARTNIC NVIDIA Switch

Networking Technologies

\

Enterprise OS

3 GPU Accelerated OEM Servers

I

SCALABLE

Al READY DATA CENTER

NVLINK
Within Server High-speed
Interconnect

Vetted reference design to
server, rack and data center <INVIDIA



NVIDIA DATA CENTER PLATFORM

Single Platform Drives Utilization and Productivity

CUSTOMER = FE il i - —IT —

USE CASES Speech Translate Recommenderi Healthcare ~ Manufacturing Finance S?An?llﬁ;}cjiloar:s Fc\)’::ee?;?g:lg Ai?;‘g:; (%feegﬁ]n\ﬁa? anog:/,lki?fe
CONSUMER INTERNET & INDUSTRY APPLICATIONS SCIENTIFIC APPLICATIONS VIRTUAL GRAPHICS

APPS &

FRAMEWORKS

MACHINE LEARNING DEEP LEARNING VIRTUAL GPU
CUDA-X &

NVIDIA SDKs

TESLA GPUs
& SYSTEMS

TESLA GPU NVIDIA DGX A100 NVIDIA HGX EVERY OEM EVERY MAJOR CLOUD



NVIDIA DATA CENTER PLATFORM
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NVIDIA OMNIVERSE

PHYSX
Full Stack. Data Center Scale

/AER[AL 2,700 Accelerated Applications
450 SDKs, Al Models

RTX
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GPU
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30 Million CUDA Downloads

3 Million Developers
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NVIDIA END-TO-END SOFTWARE STACK

Deep Learning Streamlined From Conception to Production at Scale

NVIDIA Optimized Models Train Inference Scale
Across Multiple Frameworks

Multi-Instance GPU

‘/\IG) for diverse users
&

kubernetes

Computer

np Speech Train at-scale
Vision

) ﬁ
Recommender GANs T
Re-Train with your .
data on with '¥ao Triton
TensorRT Inference

@xnet O PyTorch 4§ TensorFlow

Server
(Instant Deployment)




NVIDIA SUPERCHARGING Al WORKFLOWS

- Choose from NVIDIA’s Library - Quickly train, adapt, and - Integrate your customized
o of Pre-trained Models e optimize models to your o models into your application
OR Model Architectures unique application and deploy

Start with NVIDIA-optimized Model Architecture

Image Object i _
Classification Detection Segmentation = o MANY INDUSTRIES

o
N Your Data
Dog L5954

EfficientNet RetinaNet UNET ¢

ResNet YOLOV3/V4  MaskRCNN

OR TAO TOOLKIT
Start with NVIDIA pre-trained Models

:@@: % $ @ E]L]']E] g @ eployment Frameworks

Adapt Optimize

Your Production
Model

People Gaze 2D/3D Pose
Detection Estimation

£ @

N OSI =

Action ALPR Facial Workstations Cloud DGX
Recognition Landmarks
G T
Hello
Gestures ASR Text
Recognition

* Choose from over 100+ model combinations on NGC <ANVIDIA.


https://ngc.nvidia.com/catalog

HIGH PERFORMANCE PRE-TRAINED VISION Al MODELS

100 96 98 97
80

S 56

360

g Models Accuracy

o040

< Facial 6.1-pixel
20 Landmark error

caze 6.5 RMSE
0 Estimation

*

PeopleNet Pesoepglzit:m TrafficCamNet FaceDetectIR LPD LPR 2D Pose Estimate Facial Landmark Gaze Estimation
Nano 11 1.4 18 104 66 94 5 125 98
Xavier NX 296 17 340 2000 1158 564 48 747 923
AGX Xavier 462 28 656 3915 1880 1045 84 1451 1627
A30 4163 330 4991 26635 12207 15960 1515 10078 15172
A100 6001 519 9520 50541 21931 26600 2686 23117 26534

15+ Pre-trained models - download for free from NGC

<ANVIDIA,


https://ngc.nvidia.com/catalog/models?orderBy=scoreDESC&pageNumber=0&query=tlt&quickFilter=&filters=

ENABLING BEYOND PRE-TRAINED Al MODELS

100+ Combination of Model Architectures and Backbones

Image

Classification Object Detection Segmentation
. . . YOLOV4
DetectNet_V2  FasterRCNN SSD YOLOV3 YOLOV4 RetinaNet DSSD EfficientDet Tiny MaskRCNN UNET
ResNet10/18 v v v v v v v v v v
/34/50/101
VGG16/19 v v v v v v v v v
GoogleNet v v v v v v v
MobileNet v v v v v
V1/V2
SqueezeNet v v v v v v v
DarkNet
19/53 v v v v v v v v
CSPDarkNet v
19/53 v v
EfficientNet
e v v v v v v
C -~ J
Pre-trained weights trained on Openimage dataset New in TAO Toolkit SnviDia.

21-11 release
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DEEPSTREAM GRAPH ARCHITECTURE

-

SCALE, STREAM DETECT, ON SCREEN
CAPTURE DECODE DEWARP, CLASSIFY & TRACKING OUTRUT

CROP MGMT DISPLAY

‘

SEGMENT

13 A NVIDIA.



(FPS)

Images per sec

PEOPLENET: REAL-TIME INFERENCE PERFORMANCE

Detect persons, bags and faces

Number of classes: 3
Dataset: 750k frames
84%

14 <A NVIDIA.



FACEDETECT-IR: REAL-TIME INFERENCE PERFORMANCE

FaceDetect-IR

Number of classes: 1
Dataset: 600k images 96.21%




STATE OF THE ART NEURAL NETWORK ARCHITECTURES

Optimized for NVIDIA GPUs
Support provided for SOTA Al

Pretrained weights freely available on
NGC

Flexibility to retrain your data with TAO
Toolkit to customize your models

Object Detection

ResNet
10/18/34/50/101

VGG16/19

GoogleNet

MobileNet V1/V2

DarkNet 19/53

SqueezeNet

Image Classification

Image

Classification Object Detection

DetectNet_V2 FasterRCNN SSD YOLOV3 RetinaNet DSSD
v v v v v v v
v v v v v v v
v v v v v v v
v v v v v v v
v v v v v v v
v v v v v v

Models trained on google open images public dataset
Available to download on ngc.nvidia.com

Instance Segmentation

16

Instance
Segmentation

MaskRCNN

v
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https://ngc.nvidia.com/catalog/models?orderBy=modifiedDESC&query=tlt&quickFilter=models&filters=

END-TO-END Al WITH NVIDIA DEEPSTREAM (DS)

Reduce development time and increase overall throughput

Jetsnn AGX xaﬁer
Nano
Inference
Precisio

PeopleNet- .
s 960x544 INT8 80% 105
PeopleNet-
960544 INT8 84% 10 157 51 51 272 67 &7 807
ResNet34
TrafficCamNet- o 1544 INT8 84% 19 261 105 105 44 140 140 1300
ResMet18
DashCamNet- g4 544 INTS 80% 18 252 102 102 442 133 133 1280
ResMNet18
FaceDetect-IR- | 30/ 240 INTS 96% 95 1188 570 570 2006 750 750 2520
ResMNet18
VehicleTypeNet - 7 4x224 INTS 96% 120 1333 678 678 3047 906 906 11918
ResMet18 T
VehicleMakeNet - o, /224 INT8 91% 173 1871 700 700 3855 945 945 15743
ResMet187

Greater end-to-end throughput using Transfer Learning Toolkit and DeepStream SDK
* FP1é inference on Jetson Nano
T Throughput measured using trtexec and does not reflect end-to-end performance

Easily retrain purpose-built pretrained models with TAO Toolkit and deploy at the edge or the cloud using DS

17 < NVIDIA.



END-TO-END DEEP LEARNING WORKFLOW

Accelerate Time to Market and Save on Compute Resources!

TRANSFER LEARNING TOOLKIT

PRUNE RETRAIN

OUTPUT MODEL

NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE. 18 <A NVIDIA,



NVIDIA TRITON INFERENCE SERVER

Production Data Center Inference Server

Maximize real-time inference

NVIDIA performance of GPUs
T4

Triton
Inference
Server

‘%& — —

Tesla P4

Quickly deploy and manage multiple
models per GPU per node

Easily scale to heterogeneous GPUs
and multi GPU nodes

Triton
Inference
Server

Integrates with orchestration
systems and auto scalers via latency
Tesla P4 and health metrics

W
6c9Q
202
53

1=

Now open source for thorough
customization and integration

19 <A NVIDIA.
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Telecom

SPEECH Al IS EVERYWHERE

Hundreds of Billions of Minutes Of Speech Generated Daily

Call Center Virtual Assistants Online Meetings

500M Calls Daily 8B Devices 200M Daily

9
il Q} ™

Finance Healthcare Manufacturing

i

Automotive



SPEECH Al IS COMPLEX

New Models | Domain-Specific Accuracy | Complex Pipelines | Real-Time Responses

Automatic Speech Recognition
R i i
“What is the weather like % @; g g N g 1
tomorrow in London?” Illllll‘lllll ee" — W — = T oo e i >
Audio Custom Vocabulary Feature Extraction Acoustic Model Dlecoder or N-gl;jralm BERT '\I;ugcltuation
anguage mode odel NLU
Dialog Manager
Text-To-Speech
“Expect h LU L
k;(epseif] Egnmdiﬁ ear |:||]|]|]IIH m’?ﬂi} VY T e 02 dO)
S e A0V 11 Tl Wy LN —
|]]E| O gh E=ES Oon0ononononannon —— ©&=>®
g0\ [EEENEE]
Audio
Vocoder Model Speciooram Pitch and Duration ’ Text Normallze}tlon
genergtor Predictor Ui B & Preprocessing

<A NVIDIA,




ASR USE CASE: CALL CENTER AGENT ASSIST

Speech

Q i
[\

Speech @
>

Customer

RIVA ASR

NLP

Dialog
Manager

Real-Time Call Center Agent

Recommender

M

Recommendations

ASR - Automatic Speech Recognition
NLP - Natural Language Processing

Other Applications in Call Center:

» Transcription

 Digital Assistant

<A NVIDIA,



ASR USE CASE: VIDEO CALL TRANSCRIPTION

O
[\
waw

Q0L Q][9]

Al S]a]

L\ L

Video Call

Speech

e
<
Speech

Transcription

RIVA ASR

Text

NLP & ML

Transcription

Summarization

Sentiment Analysis
—>
>

Data Storage

ASR - Automatic Speech Recognition
NLP - Natural Language Processing
ML - Machine Learning

<A NVIDIA,



ASR & TTS USE CASE: CONSUMER APPLICATION DIGITAL AVATAR

O
[\

Customer

Speech

<—
Speech

RIVA ASR

NLP

i
Avatar <
Animation Speech

l

Dialog
Manager

Text

Recommender

ASR - Automatic Speech Recognition
TTS - Text-To-Speech
NLP - Natural Language Processing

<A NVIDIA,



RIVA SPEECH Al SOLVES CUSTOMERS PAIN POINTS

HIGH ACCURACY NO ACCESS TO REAL-TIME FLEXIBLE & SCALABLE DATA OWNERSHIP &
SOTA* SPEECH PERFORMANCE DEPLOYMENT PRIVACY
MODELS

| |

*SOTA - State-Of-The-Art

<A NVIDIA,



NVIDIA RIVA

GPU-Accelerated SDK for Speech Al

Speech Recognition

Audio

oS

1IN F\'ﬂ;l'F-f
L

Custom Voice
Domain Specific

PRETRAINED MODELS RETRAIN INFERENCE

= World Class Speech Recognition and Text-to-Speech Skills

= Pre-trained SOTA models trained on 100,000 hours of DGX; Retraining with TAO toolkit (zero coding)
- Flexible customization from data to model to pipeline

- Deploy Services with one Line of code in cloud, on-prem & edge

= Scale to handle hundreds and thousands of real-time streams with <300 ms latency per stream

<A NVIDIA,


https://developer.nvidia.com/riva

Automatic Speech Recognition (ASR)

alffin| =
PRE-TRAINED SPEECH Al MODELS

Accurate State-Of-The-Art Models In NGC Acoustic Model Post-Processing
Several speech and language pretrained models in NGC
to get started

= SOTA models trained over 100,000 hours on NVIDIA
DGX™

- Optimized for high-performance training and inference
on GPUs

= Customizable with NeMo, fine-tunable with TAO
Toolkit, deployable to Riva

/
. . ; Fastpitch HiFiGAN
= Used across apps such as chatbots, virtual assistants,
& transcription services

Spectrogram Generator Vocoder

Text-To-Speech (TTS)



TAO TOOLKIT WORKFLOW FOR CONVERSATIONAL Al

Customize Models on Your Domain

Increase accuracy by fine-tuning on proprietary data:

= Zero-coding approach reduces barrier to entry for enterprises

= Use CUDA-X Al libraries, automatic mixed precision and Tensor Cores to achieve highest training performance

- Integrated with Riva to deploy fine-tuned models as real-time services

TAO Toolkit
® 5
12} Y
(Ouol > 4 » - »
- AUGMENTATION
DATA
AUGMENTED
CONVERTER * DATA
GOOD
TRAIN WITH ® EXPORT
NEW DATA EVALUATE MODEL
PRETRAINED MODEL *
BAD

— L —

TRAINED MODEL

Riva Services

<A NVIDIA,



ACCURATE, REAL-TIME SPEECH ENHANCES CALL CENTERS

To provide delightful customer experiences, automated call centers must have accurate automatic speech recognition (ASR) and real-time responses.

Floatbot, a leading unified voicebot and chatbot platform, uses the NVIDIA Riva SDK to build customized speech Al applications and deliver real-time
performance for its customers in Singapore. The company uses the TAO Toolkit to fine-tune and update its models on data acquired through campaigns.

Using the NVIDIA SDKs, Floatbot reduced response time in Singaporean English by 38% — from 260ms to 162ms — and improved accuracy by 30%.

SANVIDIA.  Floatbot”



Al-POWERED READING TUTOR

According to Education Week, 75% of all 4th graders in
the U.S. read below their grade level. Early reading
assessment and intervention are key to a student’s
success.

Plabook improves students’ reading and comprehension
skills through automated reading assessments.

Data Monsters used the NVIDIA Riva SDK to add speech
skills that were customized on voice recordings from
hundreds of children with varying accents and reading
levels to Plabook.

Plabook is a timesaver for teachers. The Al manages
students’ recordings and highlights errors for the
teacher to validate. The process requires minutes,
versus hours, of a teacher’s time for an entire class.

SANVIDIA. DATA, Dlabo‘?ék




NVIDIA

CLARA FOR HEALTHCARE



NVIDIA CLARA
COMPUTATIONAL PLATFORM FOR HEALTHCARE

GENOMICS NLP IMAGING INSTRUMENTS CONVERSATIONAL Al DRUG DISCOVERY

ly. The patient was (ypolensive ESssisi| on
initial assessment test  with @ blood pressure st of 80/40.
Serum laclale et | was | elevaled eassis | at 6.1

Abolus of IV fluid mesnenr  was administered (1.50) but the pafient

remained [ypolencNE IRREEM| . Our colleagues from ICU were consuited.

An arferial line wesnenr  was inserted for hemodynamic monitoring st .
Hemodynamics were supported with levophed wesmesr and

crystalloids wexent . Piplazo meswer  was started after

blood and urine culfures ==t were drawn. After 12 hours

serum lactate wst  had nomalized and  hemodynamics w=sr  had
slabilized

Blood cultures st were positive for \ECni \ that was sensitive to

all antibiolics mesnext . The patient was stepped down to

oral ciprofloxacin weswext  to complete a tolal 14 day course of

antibiotics TRErmENT

inital assessment te=r with | a blood pressure st | 74

Serum lactate v was | elevated

Al Papers in PubMed 4.5x Al Investment

Abolus of IV fiuid mesmenr  was administered (1.5L) but (Machine Learning or Deep Learning) Drugs, Cancer, Molecular, Drug Discovery‘
20k
10k
Ok
2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2019 2020

33 NVIDIA.



NVIDIA CLARA IMAGING

End-to-End Al Application Framework - Development to Deployment

| VIR
MONAI > %
|
B
£

AR R

St

Pre-Trained Models Labeling Data Training Deployment



NVIDIA CLARA PRE-TRAINED MODELS

Save Thousands of Hours | Millions of Dollars

3D SEGMENTATION AND INTERACTIVE ANNOTATION METASTSIS DETECTION - ResNet
Spleen | Liver | Brain | Prostate | DeepGrow 2D & 3D Automated Detection of Metastasis WSI of lymph node sections

COVID-19 CT PROGNOSIS COVID-19 OXYGEN PREDICTION
Lung Seg | COVID Classification | Lesion Seg Model Developed by Federated Learning | 20 Global Sites

Clara Imaging Pre-Trained Models in PyTorch
20+ Pre-Trained Models: CT, MRI, X-Ray, Digital Pathology

Clara Al Assisted Annotation

Clara Training Frameworks

MONAI Transfer Learning

Federated Learning

Data Labeling & Model Training

Jumpstart Complex 3D Data Labeling | Reduce Training Data Needed

35

<4 NVIDIA.



NVIDIA CLARA TRAINING APPLICATIONS

Open, Extensible & Domain Specialized Training Framework

INVENT

ADAPT

COLLABORATE

AUTOMATE

=

Labeled Data

l
MONAI
l

&

Trained Model

Pre-Trained Model Labeled Data

| |
|

&

Trained Model

v | ™~

0 0 O s

FL Client FL Client FL Client

=

Labeled Data

Clara
AutoML

P P
® © © 0 ©
So—0. @ © .0
® o/ @

;-
&

Trained Model

Optimized Training
6x Faster PyTorch Native
New Open-source foundation
Speed of light research
collaboration

Transfer Learning
New Pathology Pre-trained model
Reduce Training Time and Cost
Adapt for Local Environment

Federated Learning
New Homomorphic Encryption
New Bring your own Trainer
Train w/o Sharing Data

AutoML
Automate Network Selection
Automate Hyperparameter Search




CLARA FEDERATED LEARNING

Privacy Preserving & Extensible Collaborative Learning

S N
2 ;)QC“’_" A, Server: Encrypted
i &
il Y
* ' o £

X\__ 2| Model Aggregation

Encrypt Model Updates Client: Client:
Decrypt Aggregated Model Model Encryption Model Encryption
DIFFERENTIAL PRIVACY HOMOMORPHIC ENCRYPTION
Prevent data leakage Aggregation on Encrypted Models

L PRIVACY PRESERVING J

Collaborate without compromising privacy

oo
S e e A X

MGNAT O PyTorch 1k TensorFlow

EXTENSIBLE

Use Cases Beyond Imaging
Use Preferred Training Framework
Standalone Python Package for Easy Integration

37 <A NVIDIA.



CLARA PARTNERS & INTEGRATORS

From Academic Medical Centers to Enterprise Imaging

MAYO
JOHNS HOPKINS 7 NIH)} National Instutes of Hoal A N GTaN UPSTATE CLINIC
UNIVERSITY AL UNIVERSITY

ARTERYS | Q@

MGH & BWH CENTER FOR

CLINICAL DATA SCleNCc

UCLA I‘J?Ellth tX NAT GE Healthcare

I N( ;b MONAS H LN NUANCE THE OHIO STATE UNIVERSITY
College @ University . 0 %
[LONDON

r i ™ UNITED Bm= THE UNIVERSITY OF SIEMENS ..,
UGS cpzmenoifiones ACRAILAB™  oNIED 15 ol SYDNEY  Healthineers




NVIDIA CLARA NGC
COLLECTIONS

Containers, Models, Samples

Certified Containers
Pre-Trained Models

COVID-19

CT, MRI, X-Ray, Digital Pathology, NLP
Portable Workload Deploy On Prem and Cloud
NGC Catalog Now Available in AWS Marketplace

https://ngc.nvidia.com

SANVIDIA.NGC | CATALOG

NGC Version: 2.55.0

Query: claral X

Clara Discovery is a collection of
frameworks, applications, and Al models
enabling GPU-accelerated computational
drug discovery

Clara Parabricks is a collection of software
tools and notebooks for next generation

sequencing, including short- and long-read
applications. These tools are designed to...

The Clara Deploy Operators Collection
includes all of the reference operators that
encapsulate the logic, Al algorithms, and
utils to build reusable Al application pipel...

Clara NLP is a collection of SOTA
biomedical pre-trained language models as
well as highly optimized pipelines for
training NLP models on biomedical and cl...

Sort: Relevance v

Clara Train - domain optimized training
framework - includes Clara Train container,
models, getting started jupyter notebook,
utilitie

The Clara Deploy Pipelines Collection
includes all of the available reference
pipelines for medical imaging modalities,
including MRI, CT, X-Ray, Pathology, Endo...

Pre-trained models & deployment
pipelines for COVID-19 Classification,
Prognosis and Supplemental Oxygen
Prediction

The Clara Deploy Platform Collection
includes the bootstrap and Command Line
Interface (CLI). These tools are used to
install the main core services that allow y...

HEE Microsoft o
B Azure
NVIDIA.

Using Azure? This is the collection for you.
We've got everything from tech blogs

through to AzureML Quick Launch toolkits
so you can focus on what matters most (Al


https://ngc.nvidia.com/catalog/collections?query=clara

INDUSTRIAL ROBOTICS



NVIDIA ISAAC

> |saac Engine
> |saac GEMS
> Reference Designs

» |saac Sim

2 NVIDIAAGX | NVIDIA DGX

41 @A NVIDIA,



ISAAC SOFTWARE

Isaac Engine

Visualization Tool Computational Graph & CUDA Python API
Messaging

A NVIDIA,



ISAAC WORKFLOW

ISAAC Sim ISAAC SDK

Simulate Deploy



RAPIDS

HOME ABOUT GETSTARTED COMMUNITY BLOG DOCS GITHUB

RAP)DS

Open GPU Data Science

GET STARTED

GPU DATA SCIENCE

© ACCELERATED DATASCIENCE X SCALE OUT ON GPUS @ PYTHON INTEGRATION

The RAPIDS suite of open source software Seamlessly scale from GPU workstations to Accelerate your Python data science toolchain
libraries gives you the freedom to execute end-to- multi-GPU servers and multi-node clusters with with minimal code changes and no new tools to
end data science and analytics pipelines entirely Dask. learn.

on GPUs. Learn more about Dask » Learn more about our libraries »

Learn more about RAPIDS »

© TOP MODEL ACCURACY (© REDUCED TRAINING TIME {* OPEN SOURCE

Increase machine learning model accuracy by Drastically improve your productivity with more RAPIDS is an open source project. Supported by
iterating on models faster and deploying them interactive data science tools like XGBoost. NVIDIA, it also relies on numba, apache arrow,
more frequently. Learn more about XGBoost » and many more open source projects.

Learn more about deployment »

Learn more about our projects »

www.rapids.ai



http://www.rapids.ai/

NVIDIA MERLIN ACCELERATES EVERY STAGE IN
RECOMMENDER PIPELINE

r -I r I ~— INFERENCE
ETL DATA | TRAINING VALIDATION

LOADER \

HUGECTR

O PyTorch
1F TensorFlow

0(1000)

CANDIDATE ’ 10
GENERATION

RECOMMENDATIONS

MODEL

>

NVTABULAR NVTABULAR

ANALYSIS /
* O(Billions)

EMBEDDINGS USER QUERY
<
RAPIDS TRITON

CUDNN

o L

DATA LAKE

45 @A NVIDIA.
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THE METAVERSE IS THE 3D EVOLUTION OF THE INTERNET

DIGITAL TWINS

NVIDIA
OMNIVERSE

=

\/r;r
éobotics}

( 30\ (AR/VR\

INTERNE
T




METAVERSE APPLICATIONS ARE ALREADY HERE TODAY

ok EmE Tt SIS TS Ve e =N w= =

T T
_ABLE 1o

|-
I, i

<ANVIDIA,



NVIDIA OMNIVERSE

Computing Platform for Creating and Operating Metaverse Applications

DESIGN 3D SCENES « > OPERATE DIGITAL TWIN

Connect 3D Artists & Al Assistants Connect Robots

Factory Digital Twin

Factory CAD

; ics
Robot CAD Path Al

Tracing M

Robot Gym

<ANVIDIA,



Omniverse is Already Connecting the World’s Industries
Building the Metaverse Together

F\Y Adobe amazonrobotics Ansys  (®aspentech #2 AUTODESK

Bentley  ADblender (@ cepTon  cgtrader CLO  (Ontinentald

A neza  Deloitte.  @esri FESTO FORVé% M Fraunhofer
Q’ FUJISOFT Oalaem C GRAPHISOFT idealorks !IE\IN.C?J\{IEZ
Hipolog & kitware @MARMoéET (@ Nextspace onsemi
@ oloy .PLANTFACTORY @ ptc fe READY =
RENDERMAN Rhinoceros RIC'S :(:5: RIVER SYSTEMS  DASideFX'
SIEMENS SIEMENS © Sketchfab §_ SOFT SONY

ROBOTICS

@ Trimble @ TURBOSQUID @ twinbru Mq_l_e_o @

by shutterstack

@ Unity’

I\ AsTEC S arer BIG

A AELTA

Foxconn |0M| cwanTst B

ﬂo ,.e r ml(ﬂﬁlb MARTIN

*®o
amazonrobotics
N—

CATALYST MEaloisey’

(D
| I |

INDUSTRIAL

LIGHT & MAGIC

NORTHROP )
GRUMMAN PEGATRON =] PEPSICO
a) <A SONY PICTURES
RIC: 6river sysTems  FHEMEAD  AMIMATION Texas Chidren's
i _
UK Atomic R ynivensas ) CATEARY UTSA
Energy ROBOTS The University of Texas
Authority e at San Antonio

SPACE FORCE

Valeo  W9ODS

GROUP

=
=

DNEG ERICSSON

KPF

@ vesRty

i YIKIK ZahaHadid Architecis

Software Partners

Over 150 Universal Scene Description (USD) Connections Across Industry Applications

Adopters

Across Transportation, Retail, Manufacturing, Energy, Telco, and More

<ANVIDIA.



METAVERSE APPLICATIONS ARE ALREADY HERE

DIGITAL TWINS TRAINING PERCEPTION Al
3D DESIGN OF GOODS, AVATARS

CONTENT, ENVIRONMENTS FOR INDUSTRIAL & ROBOTICS, AUTONOMOUS
SCIENTIFIC USE CASES VEHICLES, CV NETWORKS Al OR TELEOPERATED

<ANVIDIA.



The Metaverse Unlocks A New Class of Simulation for Enterprises
Virtual World Simulations Live-Linked to the Physical World

PHYSICAL WORLD

VIRTUAL WORLD

Real-Time Data
Synchronization

Humans

<ANVIDIA I



DIGITAL TWINS GIVE ENTERPRISES SUPERPOWERS

TELEPORTATION TRAVEL TO THE PAST TRAVEL TO THE FUTURE EXPLORE ALTERNATE FUTURES

7

<ANVIDIA.



DIGITAL TWINS WILL ONE DAY EXIST AT EVERY SCALE

PRODUCT FACTORY PLANETARY

NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE. <ANVIDIA,



AVATARS & DIGITAL HUMANS

Vision

Speech

Face An

imation

Realistic Graphics

HOW CAN | HELP?

Conversation

Planning & Action

Gesture

Body Animation

<ANVIDIA,



AVATARS WILL EXIST FOR EVERY APPLICATION

Autonomous or Teleoperated - Realistic, or Fantastical

WEB CONFERENCING

CUSTOMER SERVICE ‘ HEALTHCARE

GAMING

p—

-

CHEESEBURGER

YOUR ORDER

simple, classic cheeseburger begins with a 100%
beef burger seasoned with just a pinch of salt and
-r.

‘e Options
ado +$0® [ Bacon +$0%
Meese 50> [ Fried Onions L

@ANVIDIA,
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NVIDIA MODULUS

HTTP://DEVELOPER.NVIDIA.COM/MODULUS



http://developer.nvidia.com/modulus

NVIDIA MODULUS

Framework for developing physics machine learning neural network models

TRAINING USING BOTH DATA AND THE GOVERNING
EQUATIONS

i

Maodel Library

Numerical

Geometry
Optimization

ICs & BCs

el T

Observations

Modulus Latest Release (v. 22.03) Key Highlights:
FNO/AFNO integration to create climate physics-ML

models
Omniverse integration to visualize, infer, and interact in

real-time with physics-ML model outputs

DEVELOP HIGH FIDELITY DIGITAL TWINS

Y ‘

‘NETL'Vand Siemens Energy use Modulus to build
Digital Twins — high fidelity surrogate models —
10,000x faster

Using parameterized models for design optimization

Generalizable methodology
for different domains such
as fluids, Solid Mechanics,
Multiphysics, etc.

ADOPTION BY LEADING RESEARCH
INSTITUTIONS

N: NATIONAL

= [ENERGY

TL TECHNOLOGY
LABORATORY

SIEMENS

kineticvision.

COLLABORATION PARTNERS

=
g 2OV N -

- Hrescale




NVIDIA MODULUS

Provides a customizable platform to train neural

network models using governing equations to
predict evolution of multi-scale, multi-physics

systems

Generalizes parameterized domain and physics
to encapsulate multiple configurations/scenarios

in the trained model

Builds a Physics ML model to iterate on the

design/operating space

Simulation Data

Initial & Boundary
Conditions

Observation Data

ﬁ
999

[¢]

Differential
Equations
.

Dh
p——%+s-(k51")+¢>

Model Layer Templates

Parameterized
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WIND TURBINE WAKE OPTIMIZATION —
SIEMENS GAMESA

Use Case
- Developing optimal engineering wake models to optimize wind
farm layouts

- Simulating the effect that a turbine might have on another when
placed in close proximity

Challenges

- Generating high-fidelity simulation data from Reynolds-averaged
Navier-Stokes (RANS) or Large Eddy Simulations (LES) can take
over a month to run, even on a 100-CPU cluster.

Solution

= NVIDIA Omniverse and Modulus enable accurate, high-fidelity
simulations of the wake of the turbines, using low-resolution
simulations as inputs and applying super resolution using Al.

NVIDIA Solution Stack
- Hardware: NVIDIA A100, A40, RTX 8000 GPUs
= Software: NVIDIA Omniverse, NVIDIA Modulus

Outcome
= Approximately 4,000X speedup for high-fidelity simulation

= = Optimizing wind farm layouts in real-time increases overall
production while reducing loads and operating costs.

Link to Demo @ANVIDIA,  SIEMENS Gamesa



https://www.youtube.com/watch?v=mQuvYQmdbtw

CATEGORIZATION OF USE CASES

Climate Oil & Gas e
High Energy/

Medical Imaging Nuclear Physics

’ Radiation e _

Micro-mechanical
Material Model &
= —1anical;

L
[
Turbulence r{"’ - AOdelMolec

: *
mam P
- L N Vd

Digital Twin Autonomous
e L L= & Ride & Handling

Robotics pr
| " e '1Games

Heat Sink Vias on a PCB

=
Aerodynamics

Physics &Doto ; ;\lo Traditional Solver

Physics - Traditional Solver (Speed is a limitation)




MODULUS AND DIGITAL TWINS

+  Simulation studies
Digital twins are key underpinnings to the digital Design «  What if scenarios ..

transformation Exploration
«  For better product design

- For better maintenance of assets

Al and Physics combined can create robust digital Digital
. S . R . Operational
twins to accelerate this digital transformation Optimization Twin S
Model
Modulus trained physics ML models are 1000 x — 'v

100000x faster while providing accuracy closer to «  Design optimization ..

high fidelity simulations.

. Predictive maintenance

. Sensor Data assimilation ..




MODULUS USE CASES
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HRSG FLUID ACCELERATED CORROSION
SIMULATION — SIEMENS ENERGY

Use Case

- Detecting and predicting point of corrosion in heat recovery
steam generators (HRSGs)

Challenges

= Using standard simulation to detect corrosion, it took SE at
least couple of weeks, and the overall process took 14-16
weeks for every HRSG unit.

Solution

= Using NVIDIA Modulus Physics-Informed Neural Network, SE
simulates the corrosive effects of heat, water and other
conditions on metal over time to fine-tune maintenance
needs.

= SE can replicate and deploy HRSG plant digital twins
worldwide with NVIDIA Omniverse.

NVIDIA Solution Stack

= Hardware: NVIDIA V100 & A100 Tensor Core GPUs

= Software: NVIDIA Modulus, NVIDIA Omniverse

Outcome

= 10,000X speed-up and inference in seconds can reduce
downtime by 70%, saving the industry $1.7 billion annually

Link to Demo &INVIDIA.  SIEMENS

> _.
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https://youtu.be/JLboPXn6sKI

DIGITAL TWINS FOR POWER PLANT
BOILERS — BATTELLE, NETL

Use Case

= Using digital twins to accelerate the design and development cycle of
a power plant boiler and enable effective carbon capture and storage

Challenges

= During the power plant development process, many techniques are
used to design robust carbon management

= This requires complex simulations of fluid flow mechanics, heat
transfer, and chemical reactions.

Solution

= Using NVIDIA’s Physics Informed Neural Network (PINNs) and Modulus,
National Energy Technology Lab developed a digital twin of a boiler
capable of modeling turbulent reacting flows.

NVIDIA Solution Stack

= Hardware: NVIDIA V100, A100 GPUs

= Software: CUDA 10.2, NVIDIA Modulus

Outcome

= NETL accelerated the design and development cycle of a powerplant
by fast and highly accurate predictions.

INATIONAL

NE ENERGY
<ANVIDIA.  BATTELLE Ei%%“.b?r‘gﬁ'




MODULUS — OMNIVERSE INTEGRATION

_ Modulus Extension in Omniverse
Interactive

exploration

Model inference Visualization :
Model Outputs pipeline Output Rendering

= Modulus Omniverse extension:

- enables importing outputs of Modulus trained model into a visualization pipeline for common output scenarios ex:

streamlines, iso-surface

= provides an interface that enables interactive exploration of design variables/parameters to infer new system

behavior
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ACCELERATING EXTREME WEATHER
PREDICTION WITH FourCastNet IN
NVIDIA MODULUS

Use Case

= Climate change is making storms both stronger and less predictable, leading to
more fires, floods, heatwaves, mudslides, and droughts.

= Predicting global weather patterns and extreme weather events, like
atmospheric rivers, is important to quantify any catastrophic event with
confidence.

Challenges

= To develop the best strategies for mitigation and adaptation, we need
climate models that can predict the climate in different regions of the
globe over decades.

Solution

= NVIDIA has created a physics-ML model that emulates the dynamics of
global weather patterns and predicts extreme weather events, like
atmospheric rivers, with unprecedented speed and accuracy.

NVIDIA Solution Stack

= Hardware: NVIDIA A100

= Software: NVIDIA Omniverse, NVIDIA Modulus

Outcome

= Powered by the Fourier Neural Operator, this GPU-accelerated Al-enabled
digital twin, called FourCastNet, is trained on 10 TB of Earth system data.

= Using this data, together with NVIDIA Modulus and Omniverse, we are able
to forecast the precise path of catastrophic atmospheric rivers a full week
in advance.

Demo <ANVIDIA,


https://www.youtube.com/watch?v=mQuvYQmdbtw



https://www.youtube.com/watch?v=mQuvYQmdbtw

Deployment
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TRITON INFERENCE SERVER ARCHITECTURE

Models supported
TensorFlow GraphDef/SavedModel
(Persistent Volume): TensorFlow and TensorRT GraphDef
TensorRT Plans
Caffe2 NetDef (ONNX import)
Request /Response Handling  Management ONNX graph
PyTorch JIT (.pb)

Inference Request Inference Response .
NVIDIA Triton Multi-GPU Support
Inference Scheduior Queues TBackends
Server

Concurrent model execution
Server HTTP REST API/gRPC

Python/C++ client libraries



Jetson @ Edge
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for Al at the Edge and Autonomous System designs

JETSON NANO JETSON TX2 series JETSON Xavier NX JETSON AGX XAVIER series
0.5 TFLOPS (FP16) 1.3 TFLOPS (FP16) 6 TFLOPS (FP16) 11 TFLOPS (FP16)
21 TOPS (INT8) 32 TOPS (INT8)

Al at the edge Fully autonomous machines

* TX2i: 10-20W



For Developers, Engineers and Makers

JETSON NANO JETSON TX2 JETSON XAVIER NX JETSON AGX XAVIER

Full specs at developer.nvidia.com/jetson



5 KEY FEATURES OF A100

NVIDIA Ampere Architecture 3rd Gen Tensor Cores
World’s Largest 7nm chip Faster, Flexible, Easier to use
54B XTORS, HBM2 20x Al Perf with TF32

2.5x HPC Perf

New Sparsity Acceleration New Multi-Instance GPU 374 Gen NVLINK and NVSWITCH
Harness Sparsity in Al Models Optimal utilization with right sized GPU Efficient Scaling to Enable Super GPU
2x Al Performance 7x Simultaneous Instances per GPU 2X More Bandwidth 7 <ANVIDIA.
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